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When to Move to a Hybrid Model AN

e When code is network bound
e Increased MPI collective and point-to-point wait times

e When MPI starts leveling off

e Too much memory used, even if on-node shared communication
is available

e As the number of MPI ranks increases, more off-node
communication can result, creating a network injection issue

e When contention of shared resources increases
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Approach to Adding Parallelism

1. ldentify key high-level loops

e Determine where to add additional levels of parallelism

2. Perform parallel analysis and scoping
e Split loop work among threads

3. Add OpenMP layer of parallelism

e Insert OpenMP directives

4. Analyze performance for further optimization,
specifically vectorization of innermost loops
e We want a performance-portable application at the end

COMPUTE | STORE | ANALYZE
April 2016 © Cray Inc. Proprietary



The Problem — How Do | Parallelize This Loop?

e \
e How do | know this is a good loop to parallelize? . ¢
e What prevents me from parallelizing this loop? \
e Can |l get help building a directive?
subroutine ppmlr
subroutine sweepz
- ) call boundary \
do j =1, js
do i =1, isz call flatten
radius = zxc(i+mypez*isz) call paraset(nmin-4, nmax+5, para, dx, xa)
theta = zyc(j+mypey*js)
dzom::li "i:z call parabola(nmin-4,nmax+4,para,p,dp,p6,pl, flat)
n =k +'ks*(m-1) + 6 call parabola(nmin-4,nmax+4, para,r,dr,r6,rl,flat)
Z(w) = EEEE, )kt ) call parabola (nmin-4,nmax+4,para,u,du,u6,ul,flat)
p(n) = recv3(2,j,k,i,m)
u(n) = recv3(5,j,k,i,m)
v(n) = recv3(3,j,k,i,m) call states(pl,ul,rl,p6,u6,r6,dp,du,dr,plft,ulft,&
w(n) = recv3(4,j,k,i,m) rlft,prgh,urgh,rrgh)
ei;gl = =5 (B9 o220y call riemann (nmin-3,nmax+4,gam,prgh,urgh,rrgh, &
enddo plft,ulft,rlft pmid umid)
call evolve (umid, pmid) <€ contains more calls
call ppmlr
do k = 1, kmax
n=%k+6 call remap € contains more calls
xa (n) = zza(k)
s (1) S by call volume (nmin,nmax,ngeom,radius,xa,dx,dvol)
xal (n) = zza(k)
dx0(n) = zdz (k)
e (n) = p(n)/(r(n)*gamm)+0.5 & call remap € contains more calls
* (u(n) **2+v (n) **2+w (n) **2)
enddo
call ppmlr return
end
enddo
enddo




Hybridization Step 1: Loop Work Estimates oy

Q \
S \
\

Gather loop statistics using CCE and the Cra%
performance tools to determine which loops have the
most work

e Helps identify high-level serial loops to parallelize

e Based on runtime analysis, approximates how much work exists
within a loop

e Provides the following statistics
e Min, max and average trip counts
e Inclusive time spent in loops
e Number of times a loop was executed
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Example Loop Work Estimates

Table 2: Loop Stats by Function (from -hprofile generate)

Loop | Loop | Loop | Loop | Loop |Function=/.LOOP].]

Incl | Hit | Trips | Trips | Trips | PE=HIDE

Time | | Avg | Min | Max |
Total | | | | |
8.995914 | 100 | 25 | 0 | 25 |sweepy_ .LOOP.1.1i.33
8.995604 | 2500 | 25 | 0 | 25 |sweepy .LOOP.2.1i.34
8.894750 | 50 | 25 | 0 | 25 |sweepz_.LOOP.05.1i.49
8.894637 | 1250 | 25 | 0 | 25 |sweepz_.LOOP.06.1i.50
4.420629 | 50 | 25 | 0 | 25 |sweepx2 .LOOP.1.1i.29
4.420536 | 1250 | 25 | 0 | 25 |sweepx2_.LOOP.2.1i.30
4.387534 | 50 | 25 | 0 | 25 |sweepxl .LOOP.1.1i.29
4.387457 | 1250 | 25 | 0 | 25 |sweepxl .LOOP.2.1i.30
2.523214 | 187500 | 107 | 0 | 107 |riemann_.LOOP.2.1i.63
1.541299 | 20062500 | 12 | o | 12 |riemann_.LOOP.3.1li.64
0.863656 | 1687500 | 104 | 0 | 108 |parabola_.LOOP.6.1i.67




e D e — et O A N e e s o o
Eile Edit Yiew Help Loopmark Legend
D A Pattern Matched
- vhone.pl xl <~ C Collapsed
A loop nest has been collapsed into one loop
- - D Deleted
-'avqaﬂ'"' E Cloned
< Loop Performance [ | o3 G Acceleraed \
b 40423 SWEEPX2@32 - [2] Colean
M Multithreaded
b 3.8576 SWEEPZ@51 J nmin. nmax A loop or block of code is multi-threaded
b 38573 SWEEPZ@52 68 deltaain) = ar(n) - al(n) b S seemmg Analysis
b 22068 RIEMANN@63 69  a6(n) = 6. * (a(n) - .5 * (al(n) + ar(n)))|b v vecoums
b ;gﬁgg E‘:;:‘;"(’;‘ggﬁ 70 scrchlin) = (ar(n) - a(n)) * (a(n)-al(n)) a  AsomicMemory Oparation
= . b Blocked
Insitance 71 sc rch2 (n ) = deltaa (n ) * deltaa (n) < Conditional and/or Computed
57 Ce — * D f Fused
001585 prpre— ;z zzrch:a(n]l deltaa(n) agin) e
0.0156  instance #3 ; enddo b1 merchanges
00162  Instance #4 : 74 n Non-blocking Remete Transter
0.0163  /instance #5 1 pVvr2 75 don = nmin, nmax Zonodme
00174 Instance #6 76 if(scrchl(n) == ©.0) then A loop was converted to a single vector iteration
00167  Instance #7 R | 77 arin) = ain) > w  Unwound
[« (| 78 al(n) = a(n) = L EY
M Traceback— 79 endif |xglose|
PARABOLA@ET i e |
PPMLR@S1 tnfo- Line67—— 0 U
sweepx]_LOOPZ21i32@53 I A loop starting at line 67 was fused with the loop starting at line 53.

sweepx]_LOOP1.1i.231@32
SWEEPX1 @31
VHOME@Z232 >

hone.pl loaded. vhone_loops.ap2 loaded.




Hybridization Step 2: Scope Selected Loop(s)

8 0 0 [»| Reveal OpenMP Scoping

S I Scoping Results I

Edit Listl List of Loops to he Scoped

Scope? |Line # |Fi|e or Source Line |E
B shomesuserssheidi/revealsevolve. fOO

- Jhome fusers/heidisrevealsflatten. foo

[ Shome fsuserssheidisrevealsforces. fo0

| Shomesuserssheidisrevealsimages. fo0

L shomesusers/heidis/revealsinit. foo

N Jhome fusers/heidisrevealsparabola. foo

[ Shomesusers/sheidisrevealsppmlr. f90

| Shome fsusers/sheidisrevealsprin. foo

B Shomesusers/sheidisrevealsremap. f90

[ Jhome fusers/heidisrevealsriemann. foo

3 Shome fsusers/sheidisrevealsstates. fo0

o4 Shome fusers/sheidisreveal /sweepxl. 90

B shome fusers/sheidi/reveal/sweepx2. o0 —
[ shomesuserssheidisrevealssweepy. 90

P [ fhomesusers/sheidisreveal /sweepz, f20 =]

AppIyFiIterl Time:I0.000 E Trips:|2 EI Threads:|4 E Speedup:|0.010 E

Start Scopingl

: | Cann:ell 26 Loops selected CIoseI




Review

e0ce
File Edit

View Help

Results

Loops with scoping
information are

%/ vhone.p)

4.0778
4.0773
40529
4.0526
4.0425
4.0423

v vvww

38573
2.2088
1.2299
0.8068
05429
05331
0.4244
0.3341

0.2966
02915
02287
0.2028
0.2009
0.1858
0.1847
01771

01723
0.1638
01619
0.1070
0.0938
0.0936
0.0930
0.0925
0.0901

0.0898
0.0892
0.0880

vV VYV VY VVVYVVYVVVVYVVYVVYVYVYVYYVYVYYw

<4 Loop Performance I £+

SWEEPY@35 @ =]
SWEEPY@36 @
SWEEPX1 @31 @
SWEEPX1@32 @7 |
SWEEPX2@31 @
SWEEPX2@32 @
SWEEPZ@51 &
SWEEPZ@52 @
RIEMANN@63 i
RIEMANN @64
PARABOLA@67
PARABOLA@44
PARABOLA@75
REMAP @83 I
PARABOLA@30
PARABOLA@84
PARABOLA@53
RIEMANN @44 [
PARABOLA@36
PARABOLA@117
PARABOLA@24
SWEEPY@86 Il
STATES @64 I
EVOLVE@70 [l
REMAP@111
PARABOLA@129
PARABOLA@139
SWEEPZ@120 |
SWEEPZ@121
SWEEPZ@122
SWEEPX1 @59 I
SWEEPZ@22 W
SWEEPZ@23 [
STATES@50
SWEEPZ@105 i+ L

rSource - /nome/users/heidilreveal/swee|

flagged. Red needs
user assistance

“2 Lail pa

do i =1, isz
53 radius = zxc(i+mypez*isz)
54 theta = zyc(j+mypey*js)
55 stheta = sin(theta)
56 radius = radius * stheta
=
58 ! Put state variables into 1D arrays, padding with & ghost zones
Fs 22 do m =1, npez
Fr8 {:ie] do k =1, ks
61 n =k + ks*(m-1) + 6
62 r(n) = recv3(l,j.k.i.m)
63 pln) = recv3(2,j.k,i.m)
64 u(n) = recv3(s,j.k,i.m)
65 vin) = recv3(3,j.k,i,m)
66 win) = recv3(4.i.k.i.m)

[« |

[%| Reveal OpenMP Scoping

Scope Loops Scoping Results

sweepz.f90: Loop @51

Call or VO atline 81 of sweepz.f30
4:/home/usersiheidifrevealivolume f90:34
3:/home/users/heidirevealievolve f90:21
2: /home/users/heidifrevealippmir f90:73
1:/home/users/heidifreveal/sweepz.f30:81

Call or /O at line 81 of sweepz.f30
A thn

rfafo- Line 51

@ Aloop starting atline S1 was scoped with errors. See Scoping Tool for more information.

“"ppmlr* (called from "sweepz") was notinlined because I/O was detected in "volume".

@ "ppmir (called from "sweepz") was notinlined because the enclosing loop body did not completely flatten
W Alloop starting at line 10S is flat (contains no external calls).

@ Aloop starting at line 105 was notvectorized because it does not map well onto the target architecture.

M Alloop starting at line 105 was unrolled 8 times.

@ Aloop starting atline S1 was notvectorized because it contains a call to subroutine "ppmir* on line 81

@ Aloop starting at line 52 was notvectorized because it contains a call to subroutine "ppmir on line 81

W Alloop starting at line S9 is flat (contains no external calls).

@ Aloop starting at line S8 was notvectorized because a better candidate was found at line 60

I Aloop starting at line 60 is flat (contains no external calls)

@ Aloop starting at line 80 was notvectorized because it does not map well onto the target architecture.
W Aloop starting at line 60 was unrolled 8 times.

W Alloop starting at line 71 is flat (contains no external calls)
I Aloop starting atline 71 was vectorized.

Al vt il e F DS
Name |Type | Scope Info
wi@remap_ I Scalar |Unresolved FAIL: Possible recurrence involving this object,
FAIL: Possible resolvable recurrence involving this object.
xa Array Unresolved FAIL: Possible recurrence involving this object.
FAIL: Possible resolvable recurrence involving this object.
WARN: LastPrivate of array may be very expensive.
xal Array Unresolved FAIL: Possible recurrence involving this object
FAIL: Possible resolvable recurrence invelving this object
WARN: LastPrivate of array may be very expensive.
i Scalar  Private
j Scalar  Private
k Scalar  Private
m Scalar  Private
n Scalar  Private
stheta Scalar  Private
theta Scalar  Private
gamm Scalar  Shared
isz Scalar  Shared . .
is Scalar  Shared Para”el|zat|0n
ks Scalar  Shared 1 1hi
e Semar nare inhibitor messages

[

rFirstiLast Private

[] Enable FirstPrivate
[] Enable LastPrivate

[ are provided to
assist user with

Find Name: |

~_ analysis

Pnome/usersfheidi.freveaanone_Ioops ap2 loaded.

Insert Directivel Show Directive

Dl




Review Scoping Results (2)

‘I’ identifies variables
that reside in functions
within the loop

R-NsNs

|%| Reveal OpenMP Scoping

Scope Loops ’ Scoping Results l

MName Type Scope

ar@parabola_ I Scalar
da@parabola_ I scalar

(delta@remap_l Scalar

dvol I Array
dx Array
dx0 Array
e Array

sweepx2 f20: Loop @28

Call or VO at line S5 of sweepx2.f20
4: flusiscratch/heididdemolrevealivolume f20:34
3 /lusiscratch/heidifdemol/reveal/evolve 120:21
2: flusiscratch/heidifdemofreveal/ppmlir.f20:49

Info

. Possible recurrence involving this object.

Possible recurrence involving this object.

FPossible recurrence involving this object.

Possible recurrence involving this object.

WARRMN: LastPrivate of array may be very expensive.
. Possible recurrence involving this object.

WARM: LastPrivate of array may be very expensive.
Possible recurrence involving this object.

WARRN: LastPrivate of array may be very expensive.
Possible recurrence involving this object.

FPossible resolvable recurrence involving this object.

Possible resolvable recurrence involving this object.

Possible resolvable recurrence involving this object.

FPossible resolvable recurrence involving this object.

Possible resolvable recurrence involving this object.

Possible resolvable recurrence involving this object.

[ < [ )

(<]

Find Mame: [

Insert Directive | | Show Directive




Review Scoping Results (3)

[ \
800 [%| Reveal OpenMP Scoping ) \
Scope Loops Scoping Results I \
sweepy.f20: Loop@3S
Call or VO at line 62 of sweepy.f20 —
4: fhomefusersiheidifrevealivolume f20:34
2 /homelfusers/heidifreveal/evolve f20:21 - \
Mame ’I Type ‘l Scope Info Z'
kS =calar Shared
mypey Scalar Shared . e
: Reveal identifies
ndim Scalar Shared
calls that prevent |
npey Scalar Shared Ty
recwvl Array Shared PElEll4e
sendz2 Array Shared
syel BRI Scalar Shared WARRN: atomic reduction operator required unless reduction fully
zdy Array Shared
ZC Array Shared
va Array Shared -
[« / | 3|
Eirst'Last Private / / -Feduction
[[] Enable FirstPrix= i1y = [+ ‘
Reveal identifies
shared reductions
Find Name: down the call chain
Insert Directive’l Show Directive CIoseﬂA




\
Hybridization Step 3: Generate OpenMP Directives &R~AS

)

! Directive inserted by Cray Reveal. May be incomplete.

1$SOMP parallel do default(none) &
1$OMP& unresolved (dvol,dx,dx0,e.f.flat,p,para,q,r,radius,svel,u,v,w, &
1SOMP& xa,xa0) &
1$OMP& private (i,j,k,m,n,$$_n,delp2,delp1,shock,temp2,old_flat, &
ISOMP& onemfl,hdt,sinxf0,gamfac1,gamfac2,dtheta,deltx,fractn, &
1ISOMP& ekin) &
1$OMP& shared (gamm,isy,js,ks,mypey,ndim,ngeomy,nlefty,npey,nrighty, &
1ISOMP& recv1,send2,zdy,zxc,zya)

dok=1,ks

doi=1,isy

radius = zxc(i+mypey*isy)

! Put state variables into 1D arrays, padding with 6 ghost zones

do m =1, npey
doj=1,js
n=j+js*(m-1) +6
r(n) = recv1(1,k,j,i,m)
p(n) = recv1(2,k,j,i,m)
u(n) = recv1(4,k,j,i,m)
v(n) = recv1(5,k,j,i,m)
w(n) = recv1(3,k,j,i,m)
f(n) = recv1(6,k,j,i,m)
enddo

enddo

Reveal generates
OpenMP directive with
illegal clause marking
variables that need
addressing

do j =1, jmax
n=j+6




Hybridization Step 4: Performance Analysis cRas

e
Q
[ NoN ] % vhone.pl
| Eile Edit View Help
-Navigatio -Source - /nome/users/heidifreveal/riemann 20
-4 CompilerMessages [vlﬁ- Up | Down | Save | 4
A . o2 B
, Mot Vectorized [leII ~ FS 63 do 1 = lmin, lmax
nmie 123
“ . = images.fa0 F .
Choose Comp"er line 149 65 pmold (1) = pmid(1)
N < initfoo 66 wlft (1) = 1.0 + gamfacl* (pmid(1) - plft(1)) * plfti(l)
Messages view to line 113 (0.000 sec) 67 wrgh (1) = 1.0 + gamfacl*(pmid(1l) - prgh(l)) * prghi(l)
access message line 114 (0.000 sec) 68 wlft (1) = c1ft(l) * sqrt(wlft(l))
. . line 153 (0.000 sec) 69 wrgh (1) = crgh(1l) * sqrt(wrgh(1))
filtering, then select ’ line 154 (0.000 sec) 70 Z1ft (1) = 4.0 % vIFt(1) * wift(l) + wift(l)
A line 139 71 zrgh (1) = 4.0 * vrgh({1) * wrgh(l) * wrgh(l)
deSIred type Of - prin.fa0 72 z1ft (1) = -z1ft(1) * wlft(1)/(z1ft(1) - gamfac2*(pmid(1) - plft(l
message line 125 (0.006 sec) 73 zrgh (1) = zrgh(l) * wrgh(1)/(zrgh(1) - gamfac2*(pmid(1) - prgh(1l
line 42 (0.000 sec) : 74 umidl(1) = ulft(1l) - (pmid(1) - plft(1)) / wlfti(l)
line 43 (0.000 sec) 75 umidri{l) = urgh(1) + (pmid(1) - prgh(1)) / wrgh(l)
line 127 (0.000 sec) 76 pmid (1) = pmid(1) + (umidr(l) - umidl(1))*(z1ft(1) * zrgh(1)) / (
I?ne 128 (0.000 sec) 77 pmid (1) = max(smallp.pmid(1})
line 129 (0.000 sec) 78 if (abs(pmid(1)-pmold(1))/pmid(1) < tol ) exit
line 104 {0.000 sec)
. 79  enddo
= riemann.f20 - . =l
line 63 (0.387 sec) 1] | >l
nfo-Line4— UV
~ sweepxl.f20 0 A loop starting at line 64 is flat (contains no external calls).
line 31 {4.053 sec) @ A loop starting at line 64 was notvectorized because a recurrence was found on "prid” at line 77.
line 32 (4.053 sec)
line 59 (0.093 sec) Rd|
& |+ I
hone.pl loaded. vhone_loops.ap2 loaded. 4 |—_
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Summary C:AY\ |

)
S \
\

e Reveal can be used to simplify the task of adding
OpenMP to MPI programs :

e The result is performance portable code
e Programs can be built with any compiler that supports OpenMP

e Can be used as a stepping stone for codes targeted for
nodes with higher core counts and as the first step in
adding directives to applications to target GPUs



